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A NOTE ON DETECTION OF GROSS ERRORS 
IN CHEMICAL ENGINEERING MEASUREMENTS 

Frantisek MADRON 

Chemopetro/, Research Institute of Inorganic Chemistry, 40060 Usti 11.L. 
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Detection of gross errors in chemical engineering measurements is studied, based on statistical 
analysis of redundant data. A method of simple evaluation of the gross error detection efficiency 
is presented. The construction of the power characteristics is illustrated by an example. The study 
complements the previous authors work on this subject. where the same problem was studi€d 
by stochastic simulation. 

Several papers dealing with the detection of the gross errors in constrained data 
sets 1- 8 have appeared in recent years. Their review can be found in the article by Cro­
we, Campos and Hrymak9 .This pressing problem is associated particularly with the 
more and more extensive use of automatic measuring systems and process computers, 
whose function is often adversly affected by gross and systematic errors of measure­
ment. 

The important question is the efficiency of the gross errors detection procedure, 
which can be expressed by the power of the test. This problem obtained only limited 
attention in the literatureS, 1 0,11 . 

The present communication aims at an characterization of measured variables 
as regards the possibility of detection of gross errors. The study complements the 
previous authors paper on this subject10 , where the same problem was studied 
by stochastic simulation. 

Reconciliation of Redundant Data 

Let us consider a mathematical model expressed by a system of J independent linear 
equations in I measured variables (vector x) and K unmeasured variables (vector y) 

f + Ax + By = 0 (1) 

where the vector f( J x 1) and matrices A( J x 1) and B(J x K) are known. The 
vector of measured variables x is known only approximately on the basis of measure­
ment. It holds that 

x+ = X + e (2) 
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where x+ is the vector of measured values and e is the vector of measuring errors· 
The model (1) is quite general. Previously described models3 ,5,7 may be obtained 

by simplification of the model (1). It forms a basis for reconciliation in nonlinear 
implicit models 1o• 

Let us further suppose that e are random variables with I-variate normal distribu­
tion with zero mean values and known positive-definite covariance matrix. In the 
most frequent case the covariance matrix F is diagonal with squared standard devia­
tions on the diagonal F jj = o'r 

Now, let us focus our attention on the case, when at least some measurements are 
redundant and all nonmeasured variables are identifiable. This assumption is ex­
pressed by the following equations and inequalities2 

r(A, 8) = J; r(8) = K; I > J - K > 0 (3) 

where r(· ) is the rank of the matrix. 

The procedure for measured data treatment is following. We are trying to obtain 
statistically adjusted values x 

i = x+ + v, (4) 

where v are so-called adjustments. On the one hand the adjusted values must exactly 
satisfy the model equations (1), and on the other hand they have to be the minimum 
ones in a certain sense. The most frequently is minimized the quadratic form of ad­
justments (the co-called generalized method of least squares). 

(5) 

The solution is obtained by solving the following set of equations2 

(6) 

(7) 

x = x+ + V (8) 

where k(J x 1) is a vector of Lagrange multipliers. 

If we denote 

(9) 
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the solution has the form 

y = -Qzl(f + Ax+) 

v = -fATQll(f + Ax+) 

x = x+ + V 

The matrices (9) have some remarkable properties, one of which is2 

Further holds 

Madron: 

(10) 

{I 1) 

{I 2) 

{I 3) 

{I 4) 

The vector of adjustments v has zero mean value and the covariance matrix Fv 

(I5) 

Qmin defined by equation (5) has central chi-square distribution with l' = J - K 
degrees of freedom XZ(v). 

The Presence of Gross Error 

Let us suppose now, that the j-th measurement is corrupted by the gross error dp 

which will be expressed as a multiple of the standard deviation of the random error G'j. 

(I6) 

E(ei ) = 0 for i =1= j (17) 

where qj = dj!uj represents dimensionless gross error. The mean value of adjust­
ments is no more zero 

{I 8) 

Qrnin has then the non central chi-square distribution with v = J - K degrees of free­
dom with the parameter of noncentrality b - X2 ( v, b) (see literature6 •S). Readers 
who are not familiar with this distribution may refer to the cited books. The para­
meter b is obtained by substitution of E(v) in the equation (5) instead ofv. 

{I 9) 

Collection Czechoslovak Chern. Commun. [Vol. SO[ [19851 



Gross Errors in Chemical Engineering Measurements 761 

After substitution from equation (14) we have 

(20) 

where G = AT Ql1 A. After the comparison of G with the equation (15), for diagonal F 
the parameter () can be expressed as 

(2l} 

Detection of Gross Error 

Let us consider the hypothesis, that the gross error is not present 

Ho: E(e) = 0 (22) 

The hypothesis will be rejected, if it holds 

(23) 

The hypothesis is rejected with the probability (l( when it is true (the error of the first 
kind). 

When Ho is not correct [E(eJ) = dj =1= 0] and is not rejected, the error ofthe second 
kind has occurred. It we denote the probability of the error of the second kind by y, 
the value p = 1 - Y is the power of the test. p is the function of the parameters 
v and () and can be found in standard graphs8. 

The important values of () are defined by p = 0·5 and p = 0·9 (the power of the 
test is 50 and 90%). These values of (j will be further denoted by {)50 and {)90. As 

(24) 

the value {)so is defined by 

(25) 

and analogously for ()90. The values ()50 and ()90 for (l( = 0·05 were computed from 
graphs8 and are in Table I. 

The table can serve for construction of power characteristics of the tests (curves 
of p as the function of magnitude of gross error). In the coordinates IqJI - p the 
power characteristics has three important points (Fig. 1). 
For 

(26) 
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Iqjl = Idj/o'jl = (j500'J/o'YJ; P = 0·5 

Iqjl = Idj/O'jl = (j90o'j/O'YJ; P = 0·9 

Madron: 

(27) 

(28) 

Equations (27, 28) result from Eq. (21). Values qj defined by equations (27) and (28) 
will further be denoted by qj,50 and qj,90' For example, the value qj,50 means that the 
absolute value of error d j must be at least qj,soO'j in order to detect it with the probabil­
ity at least 50%. 

In real cases, the number of measured variables is high and the construction 
of power characteristics may be inconvenient in practice. The values qj.50 and qj,90 

then represent simple characteristics of measured variables from the point of view 
of detection of their gross errors. 

The measured variables, which are not redundant, have adjustments identically 
zero and also O'YI = O. The detection of gross errors of these variables is not possible 
(v j = 0 regardless the magnitude of their errors). 

Example. Four mass flows connected with the chemical reactor are measured7 • There are 
three elemental balances 

O·lx l + 0'6x2 - 0·2x3 - 0'7x4 = 0 

0'8x l + 0·lx2 - 0'2x3 - 0'lx4 = 0 

O'lxl + 0'3x2 - 0'6x3 - 0'2x4 = 0 

(29) 

The vector of standard deviations ITT = 0'017,0'05,0'024,0'2). Eq. (29) is the model (1) without 
8, y and f. I = 4, J = 3 and K = O. After the reconciliation we have the covariance matrix of ad­
justments Fy • The standard deviations of adjustments are square roots of the diagonal elements 

TABLE! 

Values of 0 50 and 090 for ex = 0'05 

v 0 50 0 90 V 0 50 0 90 

1'96 3·24 11 3'09 4'60 
2 2·23 3·56 12 3·15 4'67 
3 2·40 3'76 13 3·20 4·74 
4 2·53 3'93 14 3·25 4'80 
5 2'64 4'06 IS 3'30 4'86 
6 2'74 4·\7 16 3'34 4'91 
7 2-82 4'28 \7 3-38 4'96 
8 2'90 4'37 18 3·42 5'02 
9 2'97 4·45 19 3·46 5'06 

10 3'03 4'53 20 3·50 5'11 
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of Fv - O'~ = (0'0169,0'0241,0'0215,0'197). The number of degrees of freedom v = 3 and from 
Table I we have 05 0 = 2·40 and 090 = 3·76. The values qj,SO and qj,90 can be calculated from 
Eq (27,28). For example q.,so = 2'40 x 0'017/0'0169 = 2·41. The gross error of Xl must 
be at least 2'410'\ = 0'041 in order to detect it with the probability at least 50%. The results 
are summarized in Table II where are also the values obtained by the method described by Mah 
and Tamhanes (the values are denoted by apostrophes). The individual power characteristics 
are on Fig. 2. 

The described method enables simple detection of the presence of gross errors 
and at the same place the characterization of individual measured variables from the 
point of view of detection of their gross errors. 

The method differs somewhat from the alternative method described by Mah 
and Tamhanes (further denoted as the second method). The chi-square test is mostly 
slightly more powerful than the test used by the second method (Table II). The 
difference is more significant in real cases, where the number of measured variables 

TABLE II 

Values of qj,SO and qj,90 
----- -~-~--

i qj,SO qj,90 qi,so qJ.90 

I 2'41 3·78 2·52 3·79 
2 4'98 7'82 5·21 7·85 
3 2'67 4·20 2·79 4·21 
4 2'44 3·83 2·55 3·83 

FIG. I FIG. 2 

Construction of the power characteristics The power characteristics 
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is high (for example 50 or more). This follows from the fact, that the test used by the 
second method is conservative (the exact value of the probability of the nnd type 
error is not known). 

The test statistics in the second method are in essence the normalized adjustments 
t"i!av ; (for diagonal F). The nonredundant measured variables (for which (TVI = 0) 
must be therefore excluded from tests. Problems however sustain when variable 
is almost nonredundant ((Tvi -+ 0). Experiences from real cases show, that due to com­
putational errors in these cases are often detected nonexisting gross errors. The 
chi-square test does not have this disadvantage. This fact represents the most im­
portant advantage of the chi-square test. On the other hand, the chi-square test 
is not convenient for identification of the source of gross error. For this purpose 
we recomend other methods, described for example in the paper9. 

Simulation by Monte Carlo method showed, that the described method can be 
efficiently used even if the mathematical model is non linear3. The equations of the 
mathematical model are linearized to the form of Eq. (1) and the problem is solved 
as earlier described 10. 

LIST OF SYMBOLS 

e 

E( .J 
F, Fv 
I 
J 
K 
p-

lfj 

Qj.50' Qj.90 

Qrnin 

v 
+ ' x,x ,x 

y,y 
IX 

p 
o 
050 .090 

/(v) 
X2(v, ,» 

gross error of j-th measured variable 
vector (I X 1) of random errors ei 

expectation of 
covariance matrices of vectors e and v 
number of measured variables 
number of equations 
number of nonmeasured variables 
probability of 
relative gross error dj/O"j 
values of (/j for p = 0-5 and 0-9 

quadratic form of adjustments [Eq_ (5)] 
vector (I X 1) of adjustments ['i 
vectors (I X 1) of correct, measured, and adjusted values of measured variables 
vectors (K X 1) of correct and estimated values of nonmeasured variables 
level of significance 
power of the test 
parameter of noncentrality of 1'2 distribution defined by equation (19) 
o for P = 0-5 and 0-9 
central chi-square random variable with v degrees of freedom 
noncentral chi-square random variable with v degrees of freedom and the para­
meter of noncentrality 0 
(1 - IX) th quantile of distribution X2 (V) 

vectors (I X I) of standard deviations of vectors e and v 
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